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Abstract -This paper presents a signal processing 
method to improve the identification of interface 
between different layered media, using a 
deconvolution process. Our methological approach is 
based on an inverse problem algorithm, called 
conjugate gradient method. The emitted pulse is 
assumed to be known, and the convolution is 
considered as a linear operator that must be 
inversed. More, in this paper, we take into account 
the distortion of the signal and the noise of the 
recorded signal.   
 

I. INTRODUCTION 
 
This paper presents a signal processing method with a 
good compational tactability to improve the  
identification of interfaces between different layered 
media, from a Ground Penetrating Radar (GPR) 
recording. Our methological approach is based on an 
inverse problem regularization algorithm called 
conjugate gradient method. 
The backscattering of a normal incidence radar wave by 
a horizontally stratified media can be expressed as the 
convolution between two basic components: the 
reflectivity sequence s and the emitted pulse e.   

esr ∗=       (1) 
The recieved r signal is actually recorded and the e pulse 
is supposed to be known. On the opposite, the 
reflectivity sequence that is a succession of dirac 
impulses pointing out interfaces between homogeneous 
layers, has to be estimated. 
 

II. CONJUGATE GRADIENT METHOD 
 
From a mathematical point of view, the effK ∗→:  is 
a linear operator, and the deconvolution problem bolds 
down to the estimation of the inverse operator 1−K  . It is 

noteworthy that the adjoint operator of  K is easily 
determined: effK ˆ: ∗→∗  with ( ) ( )tete −=ˆ . In this case, 
the iterative conjugate gradient method, see [1,2], seems 
to be a consistent approach to estimate the 1−K  
operator. In a few words, the conjugate gradient method, 
for a yxK =⋅  inverse problem, consists in estimating 
the optimal inverse solution by constructing a sequence 

of subspaces nDDD ,,, 10 L  with the property: 

nDDD ⊂⊂⊂ L10 . At each iteration, we will find a 
solution nx  which minimizes the quadratic error 

2yxK n−⋅ . The initial vector 0x is set to zero, and the 
successive subspaces, called Krylov subspaces, are in 
the form: 

( ){ }000 ,,, pKKpKKpspanD n
n ⋅⋅= ∗∗ L    (2) 

with yKp ⋅−= ∗0 . For a finite dimension m problem, 
this algorithm stops at the $m$th iteration, and 
corresponds to a standard least square optimization 
approach. For an infinite inverse, this process 
asymptotically converge towards an optimal solution. 
In reality, the r signal is recorded from actual condition 
mesures, and does not strictly correspond to the 
theoretical linear model. In these conditions, the iterative 
inversion process appears as a divergent method. In fact, 
the conjugate gradient method gives a good estimation 
of the 1−K  operator if an adapted stopping criterion is 
chosen. The problem is the appropriate number of 
iteration must be determined from the level of 
pertubation (electronic noise, undefined interaction with 
the layers, non-linearity etc...) in the r signal, see [3], 
and this level is hardly ever accurately estimated, in 
practice. More, the signal to noise ratio depends on 
which part of the r signal is studied. In any case, the 
signal to noise ratio can not be considered as a constant. 
To get round these raised problems, we computed, for a 
great number of terms, the successive estimations of the 
reflectivity sequence from each iteration of the 
conjugate gradient method. Then, using a sliding 
window, we locally select the optimized reflectivity 
sequence estimation from a given criterion. In fact, the 
reflectivity sequence estimation must be close to a dirac 
impulse sequence, and our optimisation is based on an 
adapted normalized entropy, see [4] : 
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We assumed that the optimal solution for the normalized 
entropy criterion corresponds to an approximation of a 
dirac impulse sequence. So that, we try to estimate the 
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real reflectivity sequence s. The problem is this 
estimation comes from a numerical algorithm that takes 
into account a very basic model (linear convolution) for 
the underground propagation of the electromagnetic 
pulse emitted by the GPR. 
 

III. DISTORTION MODEL 
     
In reality, our algorithm is more complex than 
previously described because we considered the 
distortion of the emitted pulse e due to the propagation 
in the ground. As a physical propagation model, the 
electric wavefield is supposed to be caused by an infinite 
horizontal line sources (approximation of dipole 
antennas). Through our choice of horizontally layered 
soil and line sources, the problem is reduced to two 
dimensions (x,z). Letting these assumptions, 
Schoolmeesters, see [5], proved that the propagation in 
an homogeneous medium is: 
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where 'I  is the time-derivative of the source wavelet, T 

is the arrival time of the pulse, ( )tH  is a step-function, 
( )1I  is the modified Bessel function of the first kind and 

order one , and 't  and τ  are integration variables. So 
the variations of the emitted pulse shape mainly depend 
on the arrival time T and the εσ /  ratio that can be 
estimated to fit the recorded signal. In fact, we 
determined these parameters in adjusting the emitted 
pulse shape to obtain the optimal deconvolution process 
versus the normalized entropy criterion. In consequence, 
the criterion is needed to locally optimize the number of 
iteration in the conjugate gradient process and the 
parameters of the propagation (T and εσ / ).  
It is noteworthy that the propagation model is not 
complex enough to estimate the physical parameters of 
the different layered media, but it can give a plausible 
distortion of the emitted pulse. Here, the physical model 
characterise the propagation in an homogeneous 
medium. To accurately determine the propagation in 
different layered media, horizontal boundary conditions 
must be analyzed at each layer interface, and this 
approach leads to a far more complex recursion formula. 

More, these recursion formula raise a difficult inverse 
problem. So, for us, the only purpose of our simplified 
propagation model is to improve the estimation of the 
deconvolution algorithm. And the obtained T and εσ /  
parameters can not be used for a direct physical 
interpretation.  
 

IV. EXPERIMENTAL RESULTS 
 
Finally, our methodology was tested with experimental 
GPR signals, recorded on a geophysic reference site 
made of different known materials. First, there is a layer 
of sand (thickness: 0.80 m), then little gravels (0.60 m) 
and more bigger gravels (0.60 m), another layer of snad 
(1.30 m), and the deepest layer is made of limon 
(0.60m). The frequency of the emitted electromagnetic 
pulse is about 400 MHz. Due to the computational 
tactability of our algorithm, a signal deconvolution 
process can be operated for each position of the antenna 
(each trace). So, we can easily obtain a deconvoluted 
radargram of the geophysic site. Our algorithm is not a 
very sophisticated deconvolution algorithm, but can 
easily improvre the radargram legibility. 
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